Solution to Chapter 5 Problems

Problem 5.1

Let us denote by, (b,) the event of drawing a red (black) ball with numlserThen

1LE = {ra,r4 b2}

2.E; = {ra,r3 r4}

3. E3 = {r1,r2 b1, b3}

4. E4 = {ry,ro, ra, by, by}

5. Es = ({ra,r4,b2} Ul[{ra, r3, ra} N {ry, ra, b1, bo}]

{ra, ra, bo} U {ra} = {ra, ra, ba}

Problem 5.2

Solution:
Since the seven balls equally likely to be drawn, the probability of each &verst proportional to its
cardinality.

3 3 4 5 3
P(Ey =<, P(E)=s PlE)=-. PE)=5 PlE) =z

Problem 5.3

Solution:
Let us denote by the event that a car is of brand X, and Bythe event that a car needs repair during its
first year of purchase. Then

1)
P(R) = P(A,R)+ P(B,R)+ P(C,R)
P(R|A)P(A) + P(R|B)P(B) + P(R|C)P(C)
_ 520 1030 1550
~ 100100 = 100100 = 100100
115
~ 100
2)
P(A|R) = P(A, R) _ P(R|A)P(A) _ .05.20 _ 087
P(R) P(R) 115
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©2005 Pearson Education, Inc., Upper Saddle river, NJ. All rights reserved. This material is protected under all copyright laws as
currectly exist. No portion of this material may be reproduced, in any form or by any means, without permission in writing from the




Problem 5.4

Solution:

If two events are mutually exclusive (disjoint) thedAUB) = P(A)U P(B) which impliesthatP (ANB) =

0. Ifthe events are independent thetd N B) = P(A) N P(B). Combining these two conditions we obtain
that two disjoint events are independent if

P(ANB)=PA)PB)=0

Thus, at least on of the events should be of zero probability.

Problem 5.5

Let us denote by S the event that was produced by the source and sent over the channel, an@ Hye
event thaiz was observed at the output of the channel. Then
1)

P(1C) = PAC|I1SP((AS)+ P(1C|0C)P(OC)

8-7+.2-.3=.62

where we have used the fact tiatls) = .7, P(0C) = .3, P(1C|0C) = .2 andP(1C|1S) =1—-.2= .8
2)
P(1C,1S)  P(1C|1S)P(1S)  .8-.7

- ~ — 9032
P(10) P(1C0) 62

P(1S8|1C) =

Problem 5.6

1) X can take four different values. 0, if no head shows up, 1, if only one head shows up in the four flips of
the coin, 2, for two heads and 3 if the outcome of each flip is head.
2) X follows the binomial distribution witlk = 3. Thus

3
(k )pk(l—p)3_k for0<k <3

P(X =k) =
0 otherwise
3)
Y[ 3
Fy (k) = Z ( ) p(L— p)¥m
m=0 m
Hence
0 k<O
1-p)? k=0
(1—p)®+3pl—p)? k=1
FX(k) = ! 3 " ! 2 2
1-p)°+3pA—-p)>+3p°(1-p) k=2
1-p32+3pL—-p2+3p>A-p)+p°=1 k=3
1 k>3
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4)
* (3
PX>D=)" ( L ) Pra-p>**=3p*A-p)+1-p)°®
k=2

Problem 5.7

1) The random variableX andY follow the binomial distribution with = 4 andp = 1/4 and 12
respectively. Thus

POX — O — 1\°/3\* 3 iy —o— [ 2 1\* 1
w=o=(5) @) (@) -z ro-o-(5) () -2
x4 1\'(3\° 34 iy 1 [ 2 1\* 4
w=r= (1)@ @) - re-n=(7) () -5
pix—o (4 1\ (3)\* 32 by —o— [ 2 1\* 6
xea= ()Y Q=% ro-am(2)@)-2
pox a4 1\*(3\' 3.4 O 1\* 4
w=0=(5)E) G -F re-a-(5)6) -3
pox a2 1\*/3\° 1 by —a— [ 2 1\* 1
wen= (D) -2 rreo=(3)()-2
SinceX andY are independent we have
P26 81
PX=Y=2=P(X=2P(Y =2 =g =10
2)
PX=Y) = PX=0PY=0+PX=DPY=1)+P(X=2P(Y =2)

34 +33'42+34'22+3'42+ 1 886
212 212 212 212 212 4096
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3)

PX>Y) = PA=0)[PX=D+PX=2+P(X=3)+PX=24]+
PY=D[PX=2+P(X=3)+PX=24]+
PY=2[P(X=3+PX=4)]+

PY =3)[P(X =4)]
535
4096

4) In generalP(X +Y <5 = Y > P(X =1 —m)P(Y = m). However it is easier to find
P(X+Y < 5)throughP(X+Y <5) = 1-P(X+Y > 5)because fewerterms are involved in the calculation
of the probabilityP(X + Y > 5). NotealsothaP(X +Y >5/X =0 =P(X+Y > 5 X =1) =0.

P(X+Y>5 = PX=2PY =4+ P(X=3)[P(Y =3)+ P(Y =4)]+
P(X =H[P(Y =2+ P(Y =3) + P(Y = 4)]
_ 1
~ 4096

Hence P(X +Y <5 =1-P(X+Y >5=1- 2

Problem 5.8
1) Since lim_ o Fx(x) = 1 andFx(x) = 1 forallx > 1 we obtaink = 1.

2) The random variable is of the mixed-type since there is a discontinuity=at. lim._,o Fx(1—¢) = 1/2
whereas lim_g Fx(1+¢) =1

3)
Pl X<1=Fx(1 Fl—l 1—3
(§< <D =Fx@ - X(E)— _Z_Z
4)
Ple—Fl* Fl—1 1—1
(2< <1 =Fx1) - x(2)—2—4—4
5)
PX>2)=1-PX<2=1-Fx2=1-1=0
Problem 5.9
1)
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x<-1 = Fx(x)=0
* 1, 1
=-x"+x+

* 1
-1<x<0 = Fx(x)=/ (v+ Ddv = (v° +v)
1 2 L, 2 2

0 x 1 1
O<x<1 = FX(x):/ (v+1)dv+/(—v+1)dv:—§x2+x+§
-1 0

l<x = Fx(x)=1

2)
X 1)—1 F(l)_l 7 1
pRE=3)= )= 7878
and
1 X>0 X<12 Fx (%) — Fx(O
p(X>0|X<—):p( - 1<2): x(2) x(l):§
2 p(X < 3) 1-pX > 3) 7
3) We find first the CDF

pX <x, X>3)
p(X >3

1 1
FX(X|X > E) = p(X §x|X > E) =

If x < ithenp(X < x|X > 1) = 0 since the event&; = {X < i} andE; = {X > 1} are disjoint. If
2 2 2 2
x > Zthenp(X < x|X > 3) = Fx(x) — Fx(3) so that

Fx(x) — Fx(3)

1
F X>=)=
X(X| > 2) 1—Fx(%)

Differentiating this equation with respect.towve obtain

1 fx()f)1 1
fr|x > oy=1 FaG T
2 0 x < %
4)
E[X|X >1/2] = / xfxy(x|X > 1/2)dx
= 1—FX(1/2)/% *fx(x)dx

1

o0 1 1
- 8 f x(=x + Ddx = 8(—=x3+ =x?)
1 3 2 1

2

2
3
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Problem 5.10

In general, ifX is a Gaussian RV with mean and variance 2, we have,

a4 —m
P(X>a):Q( )

o

Therefore,

PX>T =0 (%‘) — Q(1) = 0.158

and using the relatio® (0 < X < 9) = P(X > 0) — P(X > 9), we have

PO<X<9 =0 (0%4> —0 <9%4) —1- (133 — Q(1.66) ~ 0.858

Problem 5.11
1) The random variablé is Gaussian with zero mean and variaace= 1078, ThusP(X > x) = Q(%)
and
Px =104 = o2 _ o = 159
- 104) o
4x 104
4 5
P(X>4x10% = Q(W> — Q(4) =3.17x 10

P(—2x10%<Xx<10% = 1-0@1) - 02 =.8182

2)

P(X>10" X>0 P(X>10% .159

— = — 318
P(X > 0) P(X > 0) 5

P(X >10%X >0 =

3)y = g(x) = xu(x). Clearly fy(y) = 0andFy(y) = 0fory < 0. If y > 0, then the equation = xu(x)
has a unique solutiam, = y. HenceFy(y) = Fx(y) and fy(y) = fx(y) fory > 0. Fy(y) is discontinuous
aty = 0 and the jump of the discontinuity equdlg (0).
1
Fy(0") — Fy(07) = Fx(0) = >
In summary the PDFYy (y) equals

1
fr(y) = fxMu(y) + ES(y)

The general expression for findinfg (y) can not be used becaugéx) is constant for some interval so that
there is an uncountable number of solutionsxan this interval.
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4)

E[Y] = / yvfr()dy

= f [fx(y)u(y)+ 5@)}
— ye 22d ——
N N/—zmz >

5)y = g(x) = |x|. For a giveny > 0 there are two solutions to the equatipn= g(x) = |x|, that is
x12 = £y. Hence fory > 0

fx(x1) fx(x2)

) = fx(y) + fx(=y)
IO = sgrani Fisgriag) O A
2 2
= e 202
\2mo?
Fory < 0O there are no solutions to the equat'yoﬂ: |x| andfy(y) =0.
E[Y] = T yeray = 2
v 2mo? N 2w

Problem 5.12

1) y = g(x) = ax?. Assume without loss of generality that> 0. Then, ify < 0 the equationy = ax?
has no real solutions anf} (y) = 0. If y > 0 there are two solutions to the system, namgly = /y/a.
Hence,

fx(x)  fx(x2)
lg'(xD)| g’ (x2)]
fx(«/y/a)+fx( Vyla)

2a./y/a 2a«/y/a
1

= —e 2mr

Jay~/ 2w o?

fr(y)

2) The equatiory = g(x) has no solutions ify < —b. Thus Fy(y) and fy(y) are zero fory < —b. If
—b < y < b, then for afixedy, g(x) < y if x < y; henceFy(y) = Fx(y). If y > btheng(x) < b < y for
everyx; henceFy(y) = 1. At the pointsy = +b, Fy(y) is discontinuous and the discontinuities equal to

Fy(=b") — Fy(=b") = Fx(=b)
and
Fy(b™) — Fy(b™) =1~ Fx(b)
The PDF ofy = g(x) is
fr(y) = Fx(=b)8(y+b)+ 1 — Fx()é(y —b) + fx(Mu-1(y +b) —u_1(y — b)]
= Q(§>(8(y+b)+6(y—b))+ e 272Z[u 1y +b) —u_1(y — b)]

T2
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3) In the case of the hard limiter

1

2
PY=a) = PX>0=1-Fx(0) ==

P(Y=b) = PX <0 =Fx0)=

ThusFy(y) is a staircase function and

fr(y) = Fx(0)d(y —b) + (1 — Fx(0)d(y —a)

4) The random variable = g(x) takes the valueg, = x,, with probability
P(Y = yn) = P(an <X< an+1) = FX(an+l) - FX(an)

Thus, Fy(y) is a staircase function witliy (y) = 0if y < x; andFy(y) = 1if y > xy. The PDF is a
sequence of impulse functions, that is

M-

[Fx(ai+1) — Fx(a)]8(y — x;)

[o(%) - o(%)]s o

fr(y) =

1

1

|
,MZ

Il
N

Problem 5.13

The equationx = tan¢ has a unique solution ih—%, %], that is

¢1 = arctanx
Furthermore
Lo (sing\ 1 sif¢ )
X (@) = (cos¢> - cof¢p 1+ co¢p 14
Thus,

folgp _ 1
(@)l w1+

We observe thafy (x) is the Cauchy density. Sincg (x) is even we immediately géi[ X] = 0. However,
the variance is

fx(x) =

0 = — (E[X])?

:_/1+2 -

Problem 5.14
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1)

E[Y] = /0 yfy(y)dyz/ vy ()dy

v

a/ yfir(y)dy =aP(Y = a)
ThusP(Y > ) < E[Y]/«.
2) ClearlyP(|1X — E[X]| > €) = P((X — E[X])? > €2). Thus using the results of the previous question

we obtain

_ 2 2
P(X — EIX]| > ) = P((X ~ EIX] > ) < T GZE[XD - =

Problem 5.15

The characteristic function of the binomial distribution is

Yx(v) = Ze’”k< ! )pka—p)"—k
k=0 k

n

= 2 ( Z ) (pe’) (1= p)"™* = (pe’” + (1 = p))"

k=0

Thus

1d .
E[X] = my =="-(pe)’ + (L1~ p))’
jdv

1 . )
= “n(pe’’ + (1 —p))"tpjel’
v=0 .] v=0
= n(p+1-p)"p=np
d? :
EX? = mQ = (=D (pe’’ + (1= p))’

v=0

d 4 .
= (Do [n(pe’ + L= p)pje’]
v v=0

= [n(n—D(pe’” + (1 - p)"2p?e¥? + n(pe’’ + (L — p))" pe’”]
v=0

nn—1(p+1-pp°>+n(p+1-pp
n(n —1)p?>+np

Hence the variance of the binomial distribution is

0?2 = E[X?] — (E[X])? = n(n — )p* + np — np? = np(1 - p)

Problem 5.16
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The characteristic function of the Poisson distribution is
S k o jv—14\k
L (e/V=13)
_ Jjuk ™ —k __
Yx(v) = ;" e = g—k!

Butd 2, 7?]: = ¢“ s0 thatyry (v) = ¢, Hence

1d L .
E[X] = m;l):—,—l//x(v) = 2D el =
-Idv v=0 v=0
d juv— ;
X = mf =D wx<v> = (=D [reHe e ]
=0 dv v=0

=22+

= [Aze““jvfl)ej” + Aex(‘)jlyfl)ej”]
v=0

Hence the variance of the Poisson distribution is

0? = E[X?]— (E[X]D? =224+ r—A2 =2

Problem 5.17

Forn odd, x" is odd and since the zero-mean Gaussian PDF is even their product is odd. Since the in-
tegral of an odd function over the intervgloo, oo] is zero, we obtainE[X"] = O for n even. Let
I, = [ x"exp(—x?/20?)dx with n even. Then,

d o0 %2 1 x2
7 —1I, = / [nx"_leﬁ — —zx”+ e P] dx =0
X o o
d? > 2 2n41 21 a2
ﬁln = / |:n(n — Dx" % 202 — n-iz_ x"e 2?2 4 —4x"+ze 2a2:| dx
X oo o o
2n+1 1

= n=Dh2— =5 L+ gl =0
Thus,
Lo =0?@n+ 11, —o*nin — 1,_,
with initial conditionsly = V2762, I, = 62v/2r62. We prove now that
I,=1x3x5x - x (n—1)0"v2r02

The proof is by induction om. Forn = 2 it is certainly true sincd, = o?v/2r02. We assume that the
relation holds fom and we will show that it is true fof,,. Using the previous recursion we have
Lo = 1x3x5x---x(n—210""%2n+ 1)vV2r02
—1x3x5x---x (n—3)n—Dno" *c*/2n02
= 1x3x5x---x (n—1n+1o"/2r02

Clearly E[X"] = \/#71,1 and

E[X'"=1x3x5x---x (n—1Lo"
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Problem 5.18

1) fx.y(x, y) is a PDF so that its integral over the support regiom,0of should be one.

1 1 1 1
f f For@ ydxdy = K / / (x + y)dxdy
0 0 0 0

1 p1 1 p1
= K|:/ / xdxdy—i—f / ydxdy]
o Jo o Jo

1

1 1

= K |:%x2 Oyi(l)—i- §y2 Ox|(1):|
= K
Thusk = 1.
2)
PX+Y>1) = 1-P(X+Y <1

1 1—x
= 1—/ / (x + y)dxdy
o Jo
1 1—x 1 1—x
= 1—/ x/ dydx — dx/ vdy
0 0 0 0
1 1

= 1—/ x(l—x)dx—/ 1'(1—x)2a’x
0 0o 2

Wi N

3) By exploiting the symmetry ofy y and the fact that it has to integrate to 1, one immediately sees that the
answer to this question is 1/2. The “mechanical” solution is:

1 p1
PX>Y) = //(x—l—y)dxdy
0 Jy
1 p1 1 p1
= //xdxdy—l—//ydxdy
0 Jy 0 Jy
11 1 1 1
2
= f—x dy—i—/ yx
o 2 |, 0

dy
ll 1
_ /§<1—y2)dy+/ y(L— y)dy
0 0

)7
1
2

4)

PX>Y|X+2Y>1)=PX>Y,X+2Y>1)/P(X+2Y >1)
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The region over which we integrate in order to fiRdX > Y, X + 2Y > 1) is marked with ama in the
following figure.

y (1.1

h A

13 xq2y=1"

Thus

P(X>Y,X+2Y >1)

1 X
/1/1 (x + y)dxdy
3 /5
1

_ lex 1 Loxs
= /%|:x(x > )+2(x ( > ))]dx

1 p1
PX+2Y>1 = / (x + y)dxdy
0

1—x
2

! 1-x. 1 1-x,

2

/3 3 3
(§x2 + Zx + é) dx

3

X =X

Wl

Il
O~ 0 W S—,

Hence,P(X > Y|X +2Y > 1) = (49/109/(7/8) = 14/27

5) WhenX = Y the volume under integration has measure zero and thus

P(X=Y)=0

6) Conditioned on the fact that = Y, the new p.d.f ofX is
Sxy(x, x)

Sxix=y(x) = —fol Tey (o x)dx =

In words, we re-normaliz¢y y(x, y) SO that it integrates to 1 on the region characterize& by Y. The
result depends only an. ThenP (X > %|X =Y)= fll/z fxix=y (x)dx = 3/4.
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7)

1 1 1
fx(x) = /(X+y)dy:x+/ ydy:x—|-E
0 0

Sr(y)

1 1 1
/(x—i—y)dx:y-l—/ xdx =y+ =
0 0 2

8) Fy(x|X+2Y > 1) =P(X <x,X+2Y > 1)/P(X +2Y > 1)

X 1
PX<x,X4+2Yy>1 = / . (v + y)dvdy
0 Jip
fx 321304 3a
— —v -V — v
b |8 "4 '8
1 3 3
= éx3+§x2+§x
Hence,
3.2 6 3
S+ 8x+¥ 3, 6 3
X 3% 1) = 8 8 8 :_2 = e
X+ > =g oy oy~ 7 T
1
EX|X+2Y >1] = /xfx(x|X+2Y>1)dx
0
1
= /O(?x +?X ‘JF?X)
3 141+6 131+3 1," 17
= - X-X =X =X =X =x°| ==
774 |,T 773,772 |, 28
Problem 5.19
1)

Fy(y) =P <y)=PX1=yUXo<yU---UX, <y)

Since the previous events are not necessarily disjoint, it is easier to work with the funetipfyXy)] =
1— P(Y < y) in order to take advantage of the independenck;&. Clearly
1-PY¥<y) = PY>y)=PX1>yNXo>yN---NX, >y
= A= Fx,(0))A— Fx,(y))--- (1= Fx, ()

Differentiating the previous with respect fove obtain

o= faM]]A=Foo)+ o [[A - Fxo+- + fr, O [ [A = Fx, )
i#1 i#2 i#n
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2)

Fzz) = PZ=<2)=PX1=<2z,X2=<2z,-,X,<2)
= PX1=9PX2=2)---P(X, =2)

Differentiating the previous with respect tave obtain

2 = @[ [ Fr @+ f.@ [ [ Fx @+ + fx,@ [ | Fx, @
i#l i#2 i#n

Problem 5.20

o0 x2 1 oo 2
X 2 X
E[X] = x—e 202dx == x%e 202dx
0 o 0° Jo

However for the Gaussian random variable of zero mean and vam&nce

x2e Zazdx = o2

VZJTUZ

Since the guantity under integration is even, we obtain that

1
2rrd ——2
xe X 2(7

\/27'[0'2 /
Thus,

1 1, T
SN T :a\g

In order to findV AR (X) we first calculateE [ X2].

1 o0 _X2 o0 _Xz
E[X?] = —2/ x3e de:—f xd[e 207
0° Jo 0
X2 o o0 Xz
= —x% 22 +f 2xe 22dx
0 0

o

00 2
= O+202/ —Ze_ZTde = 202
0
Thus,

VAR(X) = E[X?] - (E[X])* = 20% — %"2 =Q@2- %)02

Problem 5.21
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LetZ=X+Y. Then,
00 =y
Fy)= P(X+Y <2) = / / fy(r. y)dxdy
Differentiating with respect tg@ we obtain
o0 d =y
fz(z) = / d_/ fx.y(x, y)dxdy
—00 Z —00
o d
= f f&ﬂz—%ykf&—yﬂy
oo Z
= / fxy(@—y,y)dy

= / Sx(@—=y)fr(y)dy

where the last line follows from the independenceXadndY. Thus f(z) is the convolution offy (x) and
fr(y). With fx(x) = ae™**u(x) and fy(y) = Be #*u(x) we obtain

Z
fz(Z)=f ae " Be PEV gy
0

If « = B then
Z
f2(2) = / a?e " dv = a’ze ™ u_1(z)
0
If « # B then
s [ af _
f2(2) = ape / P dy = ———[e™* — e P lu_1(2)
0 B—a
Problem 5.22

1) fx.y(x,y) is a PDF, hence its integral over the supporting region,@ndy is 1.

/ f fxy(x, y)dxdy = / / Ke™Ydxdy
0 y 0 y
= K/ ey/ e “dxdy
0 y

1
= K/ e Pdy=K(—2)e
0 2

o]

1
=K=
2

0
ThusK should be equal to 2.

2)
=2 (1—e)

0
00

= 2%
y

fx(x) = /X 207 Vdy = 2¢7"(—e™Y)
0

o) = / " 2y = 207 (—e )
s
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3)

O fr() = 2 (L—e 2 =272 (1—e)
# 2777 = fxy(x,y)

ThusX andY are not independent.
4) If x < y thenfyxyy(x|y) =0. If x > y, then withu = x — y > 0 we obtain

fxr(x,y) _ e
fr(y) 2e=2y

—x+Yy — e—u

Juw) = fxyy(xly) =

=e

5)

o o0
E[X|]Y =y] = / xe *Vdx = ey/ xe Ydx
y y

= ¢ |:—xe_x

o8} [e%e)
+/ e rdx
y y
= Je e =y+1

6) In this part of the problem we will use extensively the following definite integral

o0 1
/ X"l dx = — (v — 1)!
0 "

E[XY] = / / xyZexydxdy:f 2yey/ xe “dxdy
0 y 0 y

o0 o
= / 2ye Y (ye ¥ + e V)dy = 2/ y2e 2dy + Zf ye 2dy
0 0 0

1 1
= 2§2! + 2§1! =1

E[X] = 2/ xe *(1—e M)dx = 2[ xe Ydx — 2/ xe Zdx
0 0 0

1 3
= 2-2- =73
2 2
E[Y] = 2/00 gy — ot 1
- TR T 2
E[X?’] = 2/ xzex(l—ex)dx=2/ xzexdx—Z/ x%e % dx
0 0 0
_ 2.2-21a-1
23 2
o 1 1
E[Y?’] = 2 20"y =221 — =
[Y<] /Oye Y =25 >

112

©2005 Pearson Education, Inc., Upper Saddle river, NJ. All rights reserved. This material is protected under all copyright laws as
currectly exist. No portion of this material may be reproduced, in any form or by any means, without permission in writing from the




Hence,

COV(X,Y)=E[XY]-E[X]E[Y]=1 311
(X.Y) = EIXY] - EX]E[Y] =1~ > =7
and
_ COV(X,Y) 1
Pxy = (E[X2] — (E[X])2)Y2(E[Y2] — (E[Y]DY2 ~ /5
Problem 5.23

1 /7 1 7
E[X] = —/ cosfdf = —sinf|; =0
T Jo T
1/ . 1 2
E[Y] = —/ sinfdo = —(—cosd)|; = =
T Jo T b4
T 1
E[XY] = f cosf sind—do
0 T
1 [ . 1 (7 .
= — sin2d6 = — sinxdx =0
271/0 471/0 rax
COV(X,Y) = E[XY]—E[X]E[Y]=0

Thus the random variableés andY are uncorrelated. However they are not independent SifeeY? = 1.
To see this consider the probabilipf| X| < 1/2,Y > 1/2). Clearlyp(|X| < 1/2)p(Y = 1/2) is different
than zero whereag(|X| < 1/2,Y > 1/2) = 0. This is becausgX| < 1/2 implies thatr/3 < 6 < 57/3
and for these values @f Y = sind > +/3/2 > 1/2.

Problem 5.24

1) ClearlyX > r, Y > r implies thatX? > r2, Y2 > r2so thatX? + Y2 > 2r2or /X2 + Y2 > /2r. Thus
the eventE1(r) = {X > r,Y > r}is a subset of the evelt,(r) = {VX2+7Y2 > ﬁr|X, Y > 0} and
P(Eq(r)) < P(E2(r)).

2) SinceX andY are independent
PEi(r))=PX>r,Y >r)=PX>r)P(Y >r)= Qz(r)

3) Using the rectangular to polar transformatidn= /X2 + Y2, © = arctan§ it is proved (see text Eq.
4.1.22) that

v
2 o2

_w
e 272

freW,0) =
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Hence, witho2 = 1 we obtain

00 5 2
P(\/X2+Y2>x/§r|X,Y>O) = / f 2 o2 dvds

v2rJo 2w
l © U2 1 v o
= —/ ve Zdv=-(—e 2)
4 V2r 4 V2r
1 .-
= -—e¢
4

Combining the results of part 1), 2) and 3) we obtain

0%(r) < 2 or Q) < 2t
— 4 -2

Problem 5.25

The following is a program written in Fortran to compute thdunction

REAL*8 x.t,a,q,pi,p,b1,b2,b3,b4,b5

PARAMETER (p=.2316419d+00, b1=.31981530d+00,
+  b2=-.356563782d+00, b3=1.781477937d+00,

+  b4=-1.821255978d+00, b5=1.330274429d+00)

C-
pi=4.*atan(1.)
C-INPUT
PRINT*, ’Enter -x-’
READ*, X
C-
t=1./(1.+p*x)
a=b1*t + b2*t**2. + b3*t**3. + b4*t**4. + b5*t**5.
g=(exp(-x**2./2.)/sqrt(2.*pi))*a
C-OUTPUT
PRINT*, ¢
C-
STOP
END

The results of this approximation along with the actual valug(@f) (taken from text Table 4.1) are tabulated
in the following table. As it is observed a very good approximation is achieved.
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X o) Approximation
1. | 1.59x 101 | 1.587x 107!
1.5 6.68x 102 | 6.685x 10?2
2. || 228x 1072 | 2.276x 10?2
25 621x10°%| 6.214x 1073
3. | 1.35x10°% | 1.351x 1073
35| 233x10*| 2.328x10°*
4. | 317x10°5| 3171x 10°°
45| 340x 10 | 3.404x 106
5. | 287x10°7 | 2.874x 1077

Problem 5.26
The joint distribution ofX andY is given by

! 1 o2 0\ (X
Sxy (. y) = 53 exp —§< X Y) 0 o2 v

The linear transformationg = X + Y andW = 2X — Y are written in matrix notation as
Z 1 1 X X
= = A
w 2 -1 Y Y

B 1 1 e Z
fzw(z, w) = WeXp —5( Z W ) W

M= A o2 0 Al — 202 o2 . O’ZZ PzwOz0w
0 o2 02 b5o? Pz w070y 6‘5

From the last equality we identity? = 202, 02 = 502 andp, , = 1/+/10

Thus,

where

Problem 5.27

Sxy(x,y) _ \/EO'Y
fr(y) 2noxoy/1—p2,

Srar(xly) = exp—A]
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where

(x —mx)? (y —my)? (x —mx)(y —my) (y —my)?
A = > 2t 22 2P 2 - 2
21— pi oy 2(1—pg,)oy 2(1— pg,)oxoy 20y
1 . 2.2 2 B B
— 5 5 (X . mx)z + (y mY)Z JXpX,Y . Zp ('x mX)(y mY)UX
21— PL,)0% oy oy

_ 1 PO x 2
T 21— p2,)02 [x B (mx o= m”o_yﬂ

Thus

= 1 1 PO 2
o) = e @ [ (et om0

which is a Gaussian PDF with meary + (y — my)poyx/oy and variancgl — p2 )o2. If p = O then
fxir(x|y) = fx(x) which implies thatr does not provide any information aboXitor X, Y are independent.
If o = +1thenthe variance ofxix(x|y) is zero which means that|Y is deterministic. Thisis to be expected
sincep = +1 implies a linear relatiotX = AY + b so that knowledge of provides all the information
aboutX.

Problem 5.28

1) Z andW are linear combinations of jointly Gaussian RV'’s, therefore they are jointly Gaussian too.

2) SinceZ andW are jointly Gaussian with zero-mean, they are independent if they are uncorrelated. This
implies that they are independentA{ ZW] = 0. But E[ZW] = E[XY](co$ 6 — sir? ) where we have

used the fact that sincé andY are zero-mean and have the same variance we Eg¥é] = E[Y?], and
therefore (E(Y?) — E(X?)) ~ 6 cost = 0. From above, in order faZ andW to be independent we must
have

co§9—sin20=O=>9:%+k%, kezZ

Note also that ifX andY are independent, theB[XY] = 0 and any rotation will produce independent
random variables again.

Problem 5.29
1) fx.y(x, y) is a PDF and its integral over the supporting regiow @hdy should be one.

/ / Sfxy(x, y)dxdy
= / / —e” dxa’y+/ / —e”
= —/ de/ 2dx+—/ 2dx/ e_%dx

= — [2(5@)2} =
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Thusk =1

2) If x < Othen

0 x2+V2 1 x2
fr) = / S dy = St
oo TT T
1 21 1 2
= —e ? —\/E = e 2z
T 2 27
If x > 0then
© 1 x2+v2 1 x2
) = [ e Fay= e
0 T T
1 21 1 2
= —e Z-+2n = e~z
b4 2 27

Thus for every, fx(x) =

¥2 . . . . . . .
——e¢~ 2 which implies thatfy (x) is a zero-mean Gaussian random variable with

variance 1. Sincgy y(x, y) is symmetric to its arguments and the same is true for the region of integration
we conclude thafy (y) is a zero-mean Gaussian random variable of variance 1.

3) fx.r(x, y) has not the same form as a binormal distribution.
distribution is strictly positive for every, y.

4) The random variableX and Y are not independent for ify
fX,Y(-x’ y) = 0

5)

1
E[XY]

f [ Xye 5
/ Xe™ de/ Ye_Zdy+—/
—00 —0oQ

T
1
T

1 1 2
= S(-D-D+===
T v
Thus the random variable$ andY are correlated sinc&€[XY]
E[XY]— E[X]E[Y] #O.
6) In generalfyy (x, y) = L2203 if y > 0, then
0 X <
fxiy(x,y) = > 2
i 2 X =
If y <0, then
0 X >
Sxir(x,y) = > a2
;e 2 x <
117

dxdy—l——/ /

Bok 0, fx.y(x,y) = 0 but a binormal

< 0 then fx(x) fy(y) # 0 whereas

o
Xe™ 2dx/ 2dy
0

# 0 andE[X] = E[Y] = 0, so that

0
0
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Thus

2 2
fxir(x, y) =/ —e” Zu(xy)
T

which is not a Gaussian distribution.

Problem 5.30

fX,Y(x’ )’) ==

202

(x —m)? + y2
21w 02 B

exp{
With the transformation
Y
V=+vX2+4+7Y2, 0= arctany
we obtain

fre(v,0) = vfxy(vcosy, vsing)
v ex{ (vcose—m)z—i-vzsine}

2w o? 202
. v ox v2 + m? — 2mv cosh
2102 P 202

To obtain the marginal probability density function for the magnitude, we integrate®ethat

2 v _ u2+n12 mv cosd
fr(v) = 5¢ 202 ¢ o2 (6
o 2no
v _1)2+m2 2 mv CosH
= —e 202 — e 2 do
o 27 Jo
v _v%m?

i, (mv)
= —e 20 ol—=
o2 02

where

With m = 0 we obtain

which is the Rayleigh distribution.

Problem 5.31
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1) Let X; be a random variable taking the values 1, 0, with probabilit&;nd?1 respectively. Thennuy, =
7.1+ 2.0= 1. The weak law of large numbers states that the random varfablet ", X; has mean

which converges tanx, with probability one. Using Chebychev’s inequality (see Problem 4.13) we have

P(lY —my,| > €) < %{i for everye > 0. Hence, withh = 2000,Z = Ziz

%°X;, mx, = 1 we obtain

2 2
P(]Z — 500 > 200C) < "_g — P(500— 200G < Z < 500+ 200Q) > 1 — "—g
€ €

The variancer? of ¥ = 23" | X; is 202 , whereo? = p(1— p) = i (see Problem 4.13). Thus, with
€ = 0.001 we obtain
3/16

P(480<Z <5200 >1— ———
(480< Z <520 > 2 101

=.063

2) Using the C.L.T. the CDF of the random varialife= % Y i_4 X; converges to the CDF of the random
variableN (my;, %). Hence

<480 520) (4780—171;(,.) (%’—mxi)
P=p\—=V=—|=0|—) - Q0| —
n n o o

With n = 2000,my, = 3, 02 = 24=2) we obtain

b Q( 480— 500 )_Q< 520— 500 )
N V20000 (1 — p) v/2000p(1 - p)
20
= 1-20(—_) =682
¢ («/375>

Problem 5.32

The random variabl& (zp) is uniformly distributed ovef—1 1]. Hence,
mx(to) = E[X (t0)] = E[X] =0

As it is observed the meany (1p) is independent of the time instamgt

Problem 5.33

my(t) = E[A + Bt] = E[A] + E[B]t =0

where the last equality follows from the fact that B are uniformly distributed ovef—1 1] so that
E[A] = E[B] =0.

Rx(t1,t2) = E[X(t1)X(t2)] = E[(A + Bt1)(A + Btz)]
= E[A%]+ E[ABlt; + E[BAl + E[B?|nt,
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The random variableg, B are independent so thA&{ AB] = E[A]E[B] = 0. Furthermore

11 1,1 1
2 2 2 3
E[A]:E[B]:/_lxédxzéx‘lzé
Thus
Rx(t t)—1+ltt
X1,2—3 312
Problem 5.34

SinceX (1) = X with the random variable uniformly distributed oJerl 1] we obtain

Ix). X)X @) (X1, X2, o oo s Xn) = fx.x, x(X1, X2, ..., Xp)

forallz, ... , 1, andn. Hence, the statistical properties of the process are time independent and by definition

we have a stationary process.

Problem 5.35

1) f(r) cannot be the autocorrelation function of a random procesgfr = 0 < f(1/4fy) = 1. Thus
the maximum absolute value ¢f(t) is not achieved at the origin= 0.

2) f(r) cannot be the autocorrelation function of a random procesg oy = 0 whereasf (r) # 0 for
7 # 0. The maximum absolute value @ft) is not achieved at the origin.

3) f(0) = 1 whereasf(r) > f(0) for |t|] > 1. Thusf(r) cannot be the autocorrelation function of a
random process.

4) f(7) is even and the maximum is achieved at the origia=(0). We can writef (z) as
f@)=12A0) - AT -1 - A +1)
Taking the Fourier transform of both sides we obtain
S(f) = 1.2siné(f) —sin@(f) (e /#" + &/} = sin@(f)(1.2 — 2cog2r f))

As we observe the power spectruitif) can take negative values, i.e. fr= 0. Thusf () can not be the
autocorrelation function of a random process.

Problem 5.36
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The random variable; takes the valuedl, 2, ... , 6} with probability%. Thus

Ex = E Uoo Xz(t)dt:|
= E [ f N w?e—zfuz_l(t)dt] =E [ / ) w?e‘Z’dt}
o 0

> 29 -2 1 2 -2
= Elw{le “dt =/ —) e 4t
/o 0 6;

91 > 91 1 , |7
= = dt = =(—Ze™2
6 )y ¢ 6 72¢ )|
a1
12

Thus the process is an energy-type process. However, this process is not stationary for

21
mx(t) = E[X(t) = E[wile”"u_y1(t) = Ee"ufl(t)

iS not constant.

Problem 5.37

1) We find first the probability of an even number of transitions in the inteiad].

pn(n =even) = pyO)+ pn (2D + py(E) +---
1 > at 2
~ 1tar zgo: <1+at)
B 1 1
l+ary— (1(1;)5)2
1+ art
- 1+ 2art

The probabilitypy (n = odd) is simply 1— py(n = even) = 5. The random process(t) takes the

value of 1 (at time instant) if an even number of transitions occurred given tA&d) = 1, or if an odd
number of transitions occurred given th&¢0) = 0. Thus,

mz(t) = E[ZO]=1-p(Z@) =1 +0-p(Z(1) =0)
= pZ(n)=1Z0) =Dp(Z0) =D + p(Z(t) = 1|Z(0) = 0)p(Z(0) = 0)

1 1
= py(n= even)é + py(n = Odd)i
1

2

2) To determineR (11, £2) note thatZ(r + t) = 1 if Z(¢+) = 1 and an even number of transitions occurred in
the interval(z, t + t], or if Z(¢) = 0 and an odd number of transitions have taken plag¢e in+ ] (we are
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assuming > 0). Hence,

Ryt +1,1) = E[Z(t+1)Z(1)]
= 1.p(Zt+1)=1Zt) =1)+0-p(Zt+7)=1,Z(t) = 0)
+0-p(Z(t+7)=0,Z(t) =1)+0- p(Z(t +7) =0, Z(t) = 0)

= pZit+1)=1ZO)=D=pZt+1)=1Z1) =Dp(Z(t) =1
l11l+art

El—i—Zoz‘r

As itis observed®; (¢ + 7, ) depends only om and thus the process is stationary. The above is fsor0,
in general we have

1+ alt|

Rz = @5 2ale)

Since the process is WSS its PSD is the Fourier transform of its autocorrelation function, finding the Fourier
transform of the autocorrelation function is not an easy task. We can use integral tables to show that

S2(f) = %Mf) + %sgr( P [sin (ﬂ) _ cos(ﬂﬂ et cos<ﬂ)

o o o

— i sin (ﬂ) Si (ﬂ) — i cos(ﬂ) Ci (ﬂ)
20 o o 2a o o

Sicr) — fx sin(z) dt
0 t
Ycoqr) —1

Cix) =y +In(x)+f fdt
0

where

Finding the power content of the process is much easier and is done by substitatid@ the autocorrelation
function resulting inP; = Rz (0) = 3.

3) Since the process is stationary

1
Pz =Rz(0) =3

Problem 5.38
1)
myx(t) = E[X(t)] = E[X cod2r fot)] + E[Y sin(2r fot)]
= E[X]cos2r fot) + E[Y]SIN(27 for)
0

where the last equality follows from the fact thagX] = E[Y] = 0.
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2)

Rx(t+1,t) = E[(Xco92rfo(t + 1))+ Y Sin2r fo(t + 1)))
(X co9 27 for) + Y sin(2r for))]
= E[X?co927 fo(t + 1)) co2n for)] +
E[XY cox2r fo(t + 1)) SIN27 for)] +
E[Y X sin(2r fo(t + t)) cO9 27 fot)] +

E[Y?sin(2r fo(t + 1)) sin(2x fot)]
2
- %[cos(zn fo(2t + 7)) + cO27 for)] +

2
%[cos(anor) — coS 2 fo(2t + 7))]

= o2 co9 27 fo1)

where we have used the fact thig{tX Y] = 0. Thus the process is stationary ® (+ + t, r) depends only
onr.

3) The power spectral density is the Fourier transform of the autocorrelation function, hence

2
Sx(f) = % [5(f — fo) +3(f + fo)l.

4)If 62 # o2, then
my(t) = E[X]cos2x for) + E[Y]sin(2r for) =0
and

Rx(t+1,1) = E[X?]coq2rfo(t + 1)) cos27 for) +
E[Y?]sin(27 fo(r + 1)) sin(27 fot)

—

[cos 27 fo(2t + 1)) — cO 27 foT)] +

[cog92r for) — coS2n fo(2f + 1))]

2
_O~Y

= > co2r fo(2t + 1) +

><QM N |‘<qm N |><q|\>

2 2

Oy +0

% coS 27 fo1)

The process is not stationary f&y (r + 7, t) does not depend only onbut ont as well. However the
process is cyclostationary with peridg = 2—;0 Note that ifX or Y is not of zero mean then the period of

the cyclostationary process1s = fi

fo®

Problem 5.39

Ryy(t1, 1) = E[X (1) Y (t2)] = E[Y (12) X (t1)] = Ryx (t2, 11)
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If we lett = 1, — 1,, then using the previous result and the fact tkiat), Y (¢) are jointly stationary, so that
Rxy (11, t) depends only om, we obtain

Rxy(t1, 12) = Rxy(f1 — 12) = Ryx(f2 — 11) = Ryx(—7)
Taking the Fourier transform of both sides of the previous relation we obtain

Sxy(f) = FlRxy(¥)] = F[Ryx(—71)]
= / Ryx(—'[)e_jznfrd'[

= |:/ Ryx(f/)ejznfr/df/] = S;X(f)
Problem 5.40
1) Sx(f) = % Rx (1) = %S(r). The autocorrelation function and the power spectral density of the output
are given by

Ry (1) = Rx(t) x h(t) x h(—7), Sy(f) = Sx(HIH(f)I?
With H(f) = T1(5) we havelH(f)|? = TI2(5) = T1(s5) so that

f

N,
Sy(f) = 7"11(5)

Taking the inverse Fourier transform of the previous we obtain the autocorrelation function of the output
No . .
Ry(7) = 237smo(23r) = BNpsSina2B1)
2) The output random procegs¢) is a zero mean Gaussian process with variance
ot = E[Y?()] = E[Y?(t + 1)] = Ry(0) = BN

The correlation coefficient of the jointly Gaussian proces&gst t), Y (¢) is

COVY(@+r1)Y()) _ E[Y(@t+1)Y ()] _ Ry (7)
OY(t+1)0Y (1) B BNy BN

Py (+0)Y (1) =

With = = 2L, we haveRy (%) = sin1) = 0 so thatoy+rye) = 0. Hence the joint probability density

function of Y (r) andY (r + 1) is

1 _ Y2a+0+v2@)
2B

= ——e No
Sra+ore 27 BNo

Since the processes are Gaussian and uncorrelated they are also independent.

Problem 5.41
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The impulse response of a delay line that introduces a delay equaltd:(r) = §(r — A). The output
autocorrelation function is

Ry(t) = Rx(z) * h(t) x h(—7)

But,
h(t)xh(—1) = /OO S(—(t —A)s(r — (t — A))dt
= /OO 5(t — A)o(t — (t — A))dt
= /oo 8(tHY8(r — tdt = 8(7)
Hence,

Ry(t) = Rx (1) » 8(7) = Rx(7)

This is to be expected since a delay line does not alter the spectral characteristics of the input process.

Problem 5.42

The converse of the theorem is not true. Consider for example the random pkaegss cos(2x for) + X
whereX is a random variable. Clearly

my (1) = coq2m fot) + my

is a function of time. However, passing this process through the LTI system with transfer fumg'%r)
with W < fy produces the stationary random procEss = X.

Problem 5.43

DY@ = %X(r) can be considered as the output process of a differentiator which is known to be a LTI
system with impulse responaér) = §'(¢). SinceX (¢) is stationary, its mean is constant so that

my(t) =my/(t) = [mx()]'=0

To prove thatX (¢) and%X(t) are uncorrelated we have to prove tiRgty (0) — mx (t)mx:(t) = 0 or since
my (t) = 0 it suffices to prove thakyxx-(0) = 0. But,

Rxx/(t) = Rx(v) x§'(=7) = —Rx(v) 8'(r) = =Ry (%)
and sinceRx(t) = Rx(—1) we obtain
Rxx (1) = —Ry(t) = Ry(—1) = —Rxx/(—7)
ThusRyxx (7) is an odd function and its value at the origin should be equal to zero

Rxx/(0) =0
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The last proves thaX (¢) and%X(r) are uncorrelated.

2) The autocorrelation function of the sufts) = X (¢) + j—,X(r) is
Rz(t) = Rx(7) + Ry (7) + Rxx'(7) + Ryx'x(7)
If we take the Fourier transform of both sides we obtain
Sz(f) = Sx(f) + Sx(f) + 2ReSxx ()]
But, Sxx' (f) = FI—Rx(v) x§'(v)] = Sx(f)(—j2n f) so that R&Sxx(f)] = 0. Thus,

Sz(f) =Sx(f) +Sx (f)

3) Since the transfer function of a differentiatorjiar f, we haveSy (f) = 472 f2Sx(f), hence

Sz(f) = Sx(f)(L+4r?f?)

Problem 5.44

1) The impulse response of the systemis) = L[5(¢)] = &'(¢r) + 8'(t — T). Itis a LTI system so that the
output process is a stationary. This is true sitice+ ¢) = L[X (t + ¢)] for all ¢, so if X (¢) and X (¢ + ¢)
have the same statistical properties, so do the proc&gseandY (¢ + ¢).

2) Sy(f) = Sx(PHIH (% But, H(f) = j2nf + j2nfe /#/T so that

Sx(f)an2 f2 |14 27|
= Sx(NHAr?f(1+ cox2nfT))? + sifrfT)]
= Sx(f)8r?f?(1+ cos2rfT))

Sy(f)

3) The frequencies for whichH (f)|> = 0 will not be present at the output. These frequenciesfase0,
for which f2=0andf = 5= + £, k € Z, for which cog27fT) = —1.

Problem 5.45
DY(@)=X@@)*(8@) —8(¢ —T)). Hence,

Sy(f) = Sx(NDIH)I> =Sx(f)|1— e #/T2
= Sx(f)2(1—cox27fT))

2)Y(t) = X(t)*(8(t) —8(¢)). Hence,

Sy(f) = Sx(NIHIP =Sx(flj2rnf —1?
= Sx(f)(1+4n?f?)
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Y@)=X(@)x('(t) — @ —T)). Hence,

Sy(f) = Sx(NIHNHIP=Sx(f)lj2nf —e I#/T)?
= Sx()A+4n?f2 +4nfsinrfT))

Problem 5.46

Using Schwartz’s inequality
E*[X(t + )Y ()] < E[IX?(t + DIEY*(1)] = Rx(O Ry (0)
where equality holds for independeXitz) andY (z). Thus
[Rr(0)] = (EAX( + 1Y () < RYAORYZO)

The second part of the inequality follows from the faeth2< a2 + b?. Thus, witha = R,l(/Z(O) and
b = Ry/*(0) we obtain

R}(/Z(O)Ri/z(o) < %[Rx(o) + Ry (0)]

Problem 5.47
1)
Rxy(t) = Rx(t)*d(—7t —A) = Rx(t)*xd(t +A)
= ey s(t+A) =eTHA
Ry(t) = Ryy(r)*8(t — A) = e T2 4 5(x — A)
efalrl

2)

oo ,—alv]

Rxy(r) = e s (= 1) - _/ ; dv
T r—v

7oz\v|
Ry(z) = RXY(r)*% = f / dsdv

08§ —VT—35§

(0.1)

The case oRy () can be simplified as follows. NotethRf (z) = F L[Sy (f)IwhereSy(f) = Sx(f)|H(f)|?.

In our caseSy(f) = zJj—“nzfz and|H (f)|?> = m?sgre(f). SinceSx(f) does not contain any impulses at

the origin (f = 0) for which|H (f)|?> = 0, we obtain

Ry(t) = F Sy (f)] = m2e™@"!
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3) The transfer function ig (f) = aﬁ Therefore

1 2

SN = S DIHNIE =Sk s = (o7t a2

Since#‘;zf2 & el applying the differentiation in the frequency domain result we have

d 2a N 2nr
_— E— e
df a?+ 4n2f2 Jj

—a|t|

resulting in
(.]277][)20( _Ee*“m
(@2 + 42 f2)2 2

Now we can apply integration in the time domain result to conclude that

2a 1 /[° ol
—(a2+4712f2)2 & 5 . ue du

Integration of the right hand side is simple and should be carried out considesi@andr > 0 separately.
If we do this we will have

2

RY(‘E)=.7:_1|: o

et ¢ L e
20

ForSxy(f) we have

200 _ 2a(a+ j2nf)
(@® + 42 f2)(@ — j2uf) — (oa® + 272 f?)?

Sxy(f) =Sx(NHH*(f) =

or

o1 2a2 -1 ]27'[f(20{)
Ryr(t) = F |:(oz2 +4712f2)2] 7 [(a2+4ﬂ2f2)2]

The inverse Fourier transform of the first term we have already found, for the second term we apply the
differentiation property of the Fourier transform. We have

Rev(v) = oo™ 4 Zjele=r 4 (ie—“'ﬂ + ilrle_alrl)
20 2 dt \ 202 2a

This simplifies to

1 —alt| 1
RXY(T)=§€ E+|T|—T

4) The system’s transfer function B( f) = % Hence,
. 20 —1—j2nf
Sa(f) = SUPH (D= 5y a1 o7
4o 1 oa—1 1 1+« 1

1—a21—j2nf+1+oza+j271f+01—10!—12ﬂf

128

©2005 Pearson Education, Inc., Upper Saddle river, NJ. All rights reserved. This material is protected under all copyright laws as
currectly exist. No portion of this material may be reproduced, in any form or by any means, without permission in writing from the




Thus,

Rxy(x) = F YSxr(f)]

= X i+ S e+ 2
B A 1—|—ae I

e“Tu_1(—1)
For the output power spectral density we hayé f) = Sx(f)|H (f)|2 = Sx(f) ﬂjﬁz;z = Sx(f). Hence,
Ry(r) = F HSx(f)] = e

5) The impulse response of the system {s) = %H(%). Hence,

Ry = e u (Ch) = ey 1l
e 21 21~ 2T 2T

1 +T
= - e gy
2T T
If t > T, then
1 T+T 1
R — __ T v — —a(t=T) _ —a(t+T)
xy (7) 2Toze oy 2Ta (e ¢ )
If0 <7 <T,then
1 0 1 +T
R - ed . —av g
xy (T) 2T | v+ 5T e v
— 2]]: (2 _ ea(r—T) _ e—a(t+T))
o

The autocorrelation of the output is given by

~altl 1 1
Ry(®) = a0 » ()
= ¢ lx 1A<—)
2T

= i “ ]__m e~ T=xl gy
2T J_or 2T

If t > 2T, then
Ry(t) = e [ T + 87201T — 2]
2T o2
If0 <1 < 2T, then
e—ZaT 1 T P
R —uT ot . . 2
V() = g [ TN o o ~ 2
Problem 5.48
129

©2005 Pearson Education, Inc., Upper Saddle river, NJ. All rights reserved. This material is protected under all copyright laws as
currectly exist. No portion of this material may be reproduced, in any form or by any means, without permission in writing from the




Consider the random processeg) = Xe/?/o" andY (1) = Ye/Z7 /o', Clearly
Ryy(t +7,1t) = E[X(t + T)Y*(1)] = E[XY]e/Z /o

However, bothX (r) andY (¢) are nonstationary foE[X (1)] = E[X]e/Z" /" andE[Y ()] = E[Y]e/>"/0 are
not constant.

Problem 5.49

1)

E[X®)] =

4 (3
— / A co9 27 fot + 0)d6
T Jo

T
4

4A .
— Sin2r fot + 6)
T

0

4A b4 .
—[sin27x fot + —) — SIN(27 fot)]
b4 4

Thus,E[X ()] is periodic with periodl’ = %

Rx(t+1,1) = E[A?c0o927fo(t + 1) + ©) o2 for + O)]

2

= A—E[cos(ano(Zt + 1) + ®) + co9 27 fo1)]

2
2

2

A A
= 5 cos(2r fot) + ?E[COS’(Zﬂfo(Zt + 1)+ 0)]

A2 A% 4 (3
= S cos2rfor) + 5 — f coS27 fo(2t + 1) + 6)d6
T Jo

2 2
= A? o927 fot) + A? (co2r fo(2t + 1)) — SIN27 fo(2t + 1)))

which is periodic with period” = 2—;0

. Thus the process is cyclostationary with peribg= f—lo Using the
results of Problem 4.48 we obtain

1 T
Sx(f) = f[?/ Rx(t + 7, t)dt]
0

A2 A2 T
= F [? co92x fot) + T / (co92r fo(2t 4+ 1)) — Sinr fo(2t + ‘E))dt]
0

2

A
= F [? COS(ZJTfor)]

A2
= T(S(f—fo)+3(f+fo))

2)

Rx(t+1,t) = EXt+DXW]=E[X+Y)(X+7Y)]
E[X?]+ E[Y?] + E[YX] + E[XY]
E[X?] + E[Y?] + 2E[X][Y]
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where the last equality follows from the independenc&aindY. But, E[X] = 0 sinceX is uniform on
[—1, 1] so that

R(t+rt)—E[X2]+E[Y2]—} 1.2
S ~3 3 3

The Fourier transform oRy (¢t + 7, ) is the power spectral density &f(¢). Thus

2
Sx(f) =FI[Rx(t +1,1)] = 55(f)

Problem 5.50
h(t) = e Pu_1(t) = H(f) = —ﬁ+}2ﬂf.. The power spectral density of the input processisf) =
Fle—altl] = a%i%ﬂ' If « = B, then

Sr() = Sx(DIHPP = —5

Y = X - (a? + 472 f2)2
If « # B, then
20

= H 2 =

Problem 5.51

DLletY(t) =X@#) + N(@). The process?(t) is the response of the systérir) to the input procesg () so
that

Ry3(t) = Ry(t)*h(=1)
= [Rx(7) + Rn(7) + Rxn(7) + Ryx (D) * h(—7)

Also by definition

Ry3(t) = E[X(t+71)+N@I+1)X(1)] = Ryg(r)+ Ryz(1)
= Ry3(t) 4+ Ry(v) * h(—7) + Ryx (1) * h(—T)

Substituting this expression fat, ; (7) in the previous one, and cancelling common terms we obtain

Ry (7) = Rx(t) » h(—=7) + Rxn(7) * h(—7)

2)

E [(X(t) — f((z»Z] = Rx(0) + R3(0) — Ry4(0) — R34 (0)
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We can writeE [(X(t) — f((t))z] in terms of the spectral densities as
[ - 20?] = [ (Sxth + S0 - 25,5

_ / [Sx(f) + (Sx(f) + Sw(f) + 2RASxx (HDIH ()P

[e.e]

—2(Sx(f) + SXN(f))H*(f)i|df

To find the H( f) that minimizesE [(X(z) — )?(t))z] we set the derivative of the previous expression, with
respect toH (f), to zero. By doing so we obtain

Sx(f) + Sxn(f)

H =
D)= 5P+ Sw(f) + 2RASxn ()]

3) If X(¢) andN (¢r) are independent, then
Rxn(t) = E[X( +1)N@)] = E[X(t + D)]E[N(1)]
SinceE[N ()] = 0 we obtainRxy () = 0 and the optimum filter is

Sx(f)
H =27
v Sx(f) + %
The corresponding value & [(x(;) — )}([))z] is
A oo S N,

4 With Sy (f) = 1, Sx(f) = rlfz andSyy(f) = 0, then

1

T2 1
H(f): 1
1+ p 2+ f2

Problem 5.52
1) Let X (r) and X (r) be the outputs of the systerh&) andg () when the inputZ(¢) is applied. Then,
E[(X(t) — X1)?] = ELX@) — X+ X)) — X))
E[(X (1) — X(1))?]1 + E[(X (1) — X(1))?]
+E[X (1) — X(0) - (X(1) — X(1))]
But,
E[(X(1) — X)) - (X(1) — X(1))]
= E[(X(t)— X)) Z(t) * (h(t) — g(t))]

= E [(X(t) - ?Af(t))/ (h(z) — g(0)Z(z —T)df]

= [ E[xw - %126 -] tr) - gendr =0

132

©2005 Pearson Education, Inc., Upper Saddle river, NJ. All rights reserved. This material is protected under all copyright laws as
currectly exist. No portion of this material may be reproduced, in any form or by any means, without permission in writing from the




where the last equality follows from the assumptEvﬁ(X(t) — X)) Z(t — r)] =0 foralls, . Thus,

E[(X(r) — X(1))?] = E[(X (1) — X(1))?] + E[(X (1) — X (1))?]
and this proves that

E[(X(t) — X(1))?] < E[(X (1) — X(1))?]

2)
E[(X®) —X1))Z(t —1)]=0= E[X()Z({ — 1)] = E[X()Z(t — T)]

or in terms of crosscorrelation functiols 7 (t) = Ry, (t) = R, 3 (—71). However,R,;(—1) = Rz(—1) *
h(t) so that

Rxz(t) = Rz(=1) x h(t) = Rz(7) * h(7)

3) Taking the Fourier of both sides of the previous equation we obtain

Sxz(f)
Sz(f)

Sxz(f) =8z(HH(f) or H(f)=

4)

Ele0] = E[(X® = XO)X0) - X0)]
= EXOX0)] - EROX0)]

= Rx(0) —-F |:/OO Z(t— v)h(v)X(t)dv]

o]

— R0 — / Rax (—0)h(v)dv

o0

= Rx(O)—f Rxz(v)h(v)dv

o0

where we have used the fact tHak(X (t) — X)X ()] = E[(X () — X)) Z(t) x h(t)] =0

Problem 5.53
the noise equivalent bandwidth of a filter is

Joo IH(D 1P
2H?

max

If we have an ideal bandpass filter of bandwitliththenH () = 1 for| f — fo| < W wherefyis the central
frequency of the filter. Hence,

1 —fot% fo+%
By = = / df—l-/ df | =W
210y fo-%
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Problem 5.54

1) The power spectral density of the in-phase and quadrature components is given by

Sm;(f) = Sns (f) =

otherwise

{ Si(f = f)+Su(f+fo) Ifl<7
0

If the passband of the ideal filter extends from 3 to 11 KHz, tifigr-7 KHz is the mid-band frequency so
that

No |fl <7
0 otherwise

Snc(f) - Sns(f) - [

The cross spectral density is given by

i[S,(f + fo) — Su(f — 7
Sm.xf):{ S8+ fo) =S (f = fo) 1f1 <7
0 otherwise

HoweverS,(f + fo) = S.(f — fo) for |f| < 7 and thereforeS, , (f) = 0. It turns then that the
crosscorrelatiorR,,, (t) is zero.
2) With fo=6 KHz

B 3<|fl<5

Sn () =8, (f) =1 No |fl <3
0 otherwise

The cross spectral density is given by

—j% -5<f<3
Spn, () =1 j% 3<f<5

0 otherwise
Hence,
Ry, () = f‘l[ H(ﬂ) NOH(—)}
= —]?Zsm(ﬁr)e"z”‘“ +is 25|n(12r)e/2”4f
= —2Npsina2t) sin(2r4t)
Problem 5.55
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The in-phase component &f(¢) is
X.(1) = X(t)cod2x for) + X (1) Sin(2r for)

= Z A,p(t —nT) cos2n fo(t — nT))

n=—oo

+ Y Aup(t —nT)sin@n fo(t — nT))

n=—oo
oo

= Z A, (p(t —nT)cos2r fo(t —nT)) + pt —nT)sin2x fo(t — nT)))

n=—oo

00
= Z Anpc(t —I’ZT)

n=—oo

where we have used the fapt(r) = p(t) co2x for) + p(r) sin(2x for). Similarly for the quadrature
component

X,(t) = X(@)cod2x for) — X (¢) SIN27 for)

= Y Aup(t —nT)co2r fo(t — nT))

n=—oo

— > Aup(t —nT)sinr fot —nT))

n=—0oo
oo

= > A (ptt —nT)cos2r fo(t —nT)) — p(t — nT) sin2x fo(t — nT)))

n=—oQ

= i Anps(t —nT)

n=—oo

Problem 5.56

The envelopéd/(¢) of a bandpass process is defined to be

V(t) =/ X%(t) + X2(t)

whereX.(¢) and X(¢) are the in-phase and quadrature components (of respectively. However, both
the in-phase and quadrature components are lowpass processes and thid/ (naletowpass process
independent of the choice of the center frequeficy

Problem 5.57

1) The power spectrum of the bandpass signal is

Loy f—fl<W

Sn( ):
! 0 otherwise
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Hence,

No |fl<W

Sn~ = ‘Snv = .
) () 0 otherwise

The power content of the in-phase and quadrature componengs)a$ P, = ffVW Nodf = 2NoW

2) Since S, (f) = 0, the processed/.(r), N,(t) are independent zero-mean Gaussian with variance
02 = P, = 2NoW. Hence,V (t) = /N2(t) + N2(z) is Rayleigh distributed and the PDF is given by
2

v —avgw
foy = | owe 77 v =0

0 otherwise

3) X (¢) is given by

X(t) = (A + N.(t)) co92x fot) — Ns(t) Sin(2r fot)

The procesd +N,(7) is Gaussian with meafiand variance 8o W. HenceV (t) = /(A + N.(1))%2 + N2(t)
follows the Rician distribution (see Problem 4.31). The density function of the envelope is given by

fr(v) = angw oG )e o v = 0
0 otherwise
where
1 g
Io(x) = 2—/ e* S dy
T J_x
Problem 5.58

1) The power spectral density, (/) is depicted in the following figure. The output bandpass process has
non-zero power content for frequencies in the banck4®P < | f| < 51 x 10°. The power content is

—49x10° o f 51x10° o f
P = 10°°({1+ —=— )d +/ 10~ (l——)d
/;51><106 ( 108) f 49% 100 108 f

—49x10° —49x10° 51x 108 51x 108
= 108 + 10716242 + 108 — 10716242

—51x108 —51x108 49x 106 49x 106
= 2x107°2

0—8
|
_5.107 5.107 108
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2) The output procesd (¢) can be written as
N(t) = N.(t) cog2750 x 10°%) — N,(r) sin(2750 x 10°)
whereN.(¢) andN;(¢) are the in-phase and quadrature components respectively, given by

N.(t) = N(t)co2750 x 10°%) + N(¢) sin(2750 x 10°%)
N,(t) = N(r)cog2750 x 10°%) — N () sin(2750 x 10°%)

The power content of the in-phase component is given by

E[IN.()|Z] = E[IN@®)[?]cof(2n50 x 10°%) + E[|N(1)|?] sirf(2750 x 10°)
E[IN®)|?] =2 x 1072

where we have used the fact tHa| N (r)|2] = E[|N ()|?]. Similarly we find thatE[| N, (1)|?] = 2 x 10°2.

3) The power spectral density of.(r) and N (¢) is

Sy(f —50x 10°) +Sy(f +50x 10°) |f] <50x 10°

Sn.(f) =Sy (f) = { 0 otherwise

Sn,(f) is depicted in the next figure. The power contenSQf(f) can now be found easily as

10°
Py, = Py, = / 10°8df =2 x 1072
—108

1078

1076 108

4) The power spectral density of the output is given by
Sy(f) = Sx(NIH(F)P = (1f] —49x 10°)(10°° — 107 f]) for49x 10° < | f| < 51x 10°

Hence, the power content of the output is

—49x10°
Py = f (—f —49x 10°) (108 + 107 f)df
—51x106

51x10°
1 / (f —49x 10°)(10°8 — 107 1% f)df
4

9% 108
4
= 2x10° - -10°
3
The power spectral density of the in-phase and quadrature components of the output process is given by

Sr.(f) =Sy (f) = ((f +50x 10°) — 49 x 10°) (108 — 107*°(f + 50 x 10%))
+ (= (f =50 x 10°) — 49 x 10°) (1078 + 10 *°(f — 50 x 10°))
= —2x10%f2410?
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for | f| < 10° and zero otherwise. The power content of the in-phase and quadrature component is

108
Py =Py, = / (-2 x 107182 4 107%)df
—10°

100 108

1
= —2x 10—16§ 73 +1072f

—106 —106

4
= 2><104—§102=Py
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